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Positions
Research Fellow – Mila 2024 - today
Lead a thematic lab on ML for drug discovery

Consultant as Senior Machine Learning Scientist – Amgen 2024 - today
Design novel ML solutions for drug discovery

Lecturer–PolytechniqueMontréal 2019 - 2022
INF8111 – Data Mining (Fall 2019, Summer 2020, Fall 2020, Fall 2022) (graduate-level)

Teacher Assistant – Polytechnique Montréal 2018 - 2021
INF8111 – Data Mining (Summer 2021, Fall 2021) (graduate-level)
INF8215 – Artificial Intelligence: Methods and Algorithms (Fall 2018) (graduate-level)

Research and Development Internship – IT Link 2018
Supervised by Nicolas Ménard and Christian Raymond

Research Internship – Institut de Recherche en Informatique et Système Aléatoire (IRISA) 2017
Supervised by Christian Raymond

Education
Postdoctoral Fellow – Mila, University of Montréal 2023 - 2024
Advised by Sarath Chandar and Irina Rish
Computer Science and Operations Research Department

Ph.D.–PolytechniqueMontréal 2018 - 2022
Supervised by Daniel Aloise and Michel R. Dagenais
Computer Engineering and Software Engineering Department
Nominated for Best Thesis Award

Master of Engineering – Institut National des Sciences Appliquées Rennes 2013 - 2018
Computer Science Department

Scientific Baccalauréat – Lycée Jean Guéhenno 2008 - 2013
Mathematics Specialty
First-Class Honors

Co-Supervisions

Ph.D.Students
Gabriele Prato (Mila, UdeM, with Sarath Chandar) – LLMs Groundness 2025 - today
Davide Baldelli (Mila, PolyMTL, with Sarath Chandar) – Computer-Aided Design (CAD) with LLMs 2025 - today
Léa Kaufman (Mila, UdeM, with Sébastien Lemieux) – Gene Expression Across Cell Lines 2025 - today
Darshan Patil (Mila, PolyMTL, with Sarath Chandar) – Lifelong pLMs 2024 - today
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Prashant Govindarajan (Mila, PolyMTL, with Sarath Chandar) – Computer-Aided Design (CAD) with LLMs 2024 - today
Lola Le Breton (Mila, PolyMTL, with Sarath Chandar) – Protein Language Models 2023 - today
David Heurtel-Depeiges (Mila, PolyMTL, with Sarath Chandar) – Diffusion Protein Language Models 2023 - today
Pranshu Malviya (Mila, PolyMTL, with Sarath Chandar) – Neural Network Expansion; Lifelong pLMs 2023 - today
Jerry Huang (Mila, UdeM, with Sarath Chandar) – Role of Memory; Protein State-Space Model 2023 - today
Master Students
Istabrak Abbes (Mila, UdeM, with Sarath Chandar) – LLMs Groundness 2024 - today
Megh Thakkar (Mila, UdeM, with Sarath Chandar and Amal Zouaq) – Safety Alignment; Merging 2023 - 2025
Maziar Sargordi (Mila, PolyMTL, with Sarath Chandar and Amal Zouaq) – NN with Constraint Programming 2023 - 2024

Researcher Assistants
Behnoush Khavari (Mila, with Sarath Chandar) – Role of Memory; Protein State-Space Model 2023 - today
Kamran Chitsaz (Mila, with Sarath Chandar) – Transformer Quantization; Molecule Language Models 2023 - today

Interns
Alex Aselstyne (PolyMTL, with Sarath Chandar) – Antimicrobial Resistance Prediction 2025-today
Can (Sam) Chen (Mila, UdeM, with Yoshua Bengio) – Structure Alignment for Protein Language Models 2025
Annabel Adeyeri (Mila, MIT, with Sarath Chandar) – Fairness in Pre-Trained Language Models 2023
Julia Rolland (UTBM, PolyMTL with Daniel Aloise) – Machine Learning to Detect Anomalies in Traces 2021

Scientific Activities
Conference Chairs
SponsorChair –FourthConferenceonLifelongLearningAgents (CoLLAs) 2025
VirtualChair –ThirdConferenceonLifelongLearningAgents (CoLLAs) 2024
Virtual Chair – Second Conference on Lifelong Learning Agents (CoLLAs) 2023

Reviewer
ICML (2025), ICLR (2025), NeurIPS (2025, 2024), AISTATS (2025), etc.

Invited Talks andWorkshops
Protein Language Model – RiboClub Social Day 2025
AMPLIFY: Is Scaling Protein Language Model Necessary? – Zoetis 2025
Lessons on Efficient Language Models and Future Applications – Queen’s University 2024
ML-driven Small Molecule and Protein Design – Mila-SickKids Workshop 2024
How to Fine-tune LLMs on DGX – Royal Military College 2024
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Community Involvement

Webmaster–Rock’nSolex 2016
• Develop the website for a student festival combining Solex racing andmusic since 1967

Lead Developer – Club’Dev 2016
• Develop the student association website and tutored computer science students

Member of the Network Team – INSALAN 2014
• Contribute to the deployment of the hardware and software required for 100+ players LAN tournament

Skills
Expertise inDataMiningandMachineLearning
• Deep Learning: Transformer and its lower-complexity alternatives, deep and variational autoencoders
• Machine Learning: SVM, LDA, QDA, KNN, Naive Bayes, Trees, KMeans, DBSCAN, OPTICS, Gaussian Mixture
• Data Mining: logging and tracing, data munging, statistical analysis, data visualization

Competitive Engineering and Programming
• Languages: Python, LATEX, Bash, SQL, HTML5, CSS3



• Libraries: PyTorch, WandB, Hydra, Scikit-learn, Scipy, Matplotlib, Seaborn
• Tools: Git, Slurm, VS Code


